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Controllable Response Generation

你要如何貢獻社會？

The same input can have different response.

惡魔貓男：你對社會貢獻的定義…

有為青年：我要好好學習

ChatbotHow are you?

seq2seq

I am good.

Not limited to chatbot (e.g. TTS)

https://youtu.be/qptqIndt64A



Inconsistent 
[Li, et al., ACL’16]

Chatbot usually chooses short and boring sentences 
(e.g. “I don’t know”).



Controllable Response Generation

ChatbotHow are you?

seq2seq

?????

Persona Emotion
(say something 
“angry”)

Character

(pretend you 
are “Trump”)



Controllable Response Generation

Characters
[Wang, et al., EMNLP’17]

[Zhou, et al., AAAI’18]

Emotional 
Chatting Machine



Approach 1: Directly Fine-tune 

ChatbotHow are you?

seq2seq

I am good.

• Fine-tuning with limited data is easy to overfit. 

• MAML: initial parameters only need a few dialogue 
samples to adapt.   [Lin, et al., ACL’19]

xxx: …..
A: ……
xxx: …..
A: ……

xxx: …..
B: ……
xxx: …..
B: ……

xxx: …..
C: ……
xxx: …..
C: ……

MAML: https://www.youtube.com/watch?v=EkAqYbpCYAc



Approach 2: Control by Condition 

How is today

Today is awesome

1

Training 

1: positive

Input: How is today?
Response: Today is awesome. 

(Positive) 

Input: How is today?
Response: Today is bad.

(Negative)

0: negative



Approach 2: Control by Condition 

How is today

Today is bad

0

Training 

1: positive

0: negative

Input: How is today?
Response: Today is bad.

Input: How is today?
Response: Today is awesome. 

(Positive) (Negative)



Approach 2: Control by Condition 

?

Testing

You decide

? ? ?

I love you

?

Response: I love you, too.

= 0.0

? = 1.0

Response: I am not ready to 
start a relationship.



Approach 2: Control by Condition 

• Persona-based model
[Li, et al., ACL’16]



Approach 2: Control by Condition 

• Emotional Chatting Machine

[Zhou, et al., AAAI’18]



Approach 2: Control by Condition 

• Conditional Transformer Language model (CTRL)
[Keskar, et al., arXiv’19]

Prepend the control code in front of 
token sequence.

w1 w2 w3 ……Books
http://speech.ee.ntu.edu.tw/~tlkagk/ w1 w2 w3 ……







Approach 2: Control by Condition 

[Zhang, et al., ACL’18] 

PERSONA-CHAT



Approach 2: Control by Condition 

• TransferTransfo [Wolf, et al., NeurIPS workshop’18] 

• Order of personality sentences 
doesn’t matter

• The dataset can be augmented 
by different orders

personality input response



Approach 3: Monologues Only

• The previous approaches need the dialogues with 
specific characteristics.

• What if we only have monologues



Approach 3: Monologues Only

• Rank: selecting sentences from monologue as response

• Multiply: 

• Train a language model by monologue

• Using the language model to influence chatbot response

• Pseudo Data:

[Wang, et al., EMNLP’17]

Monologue

I want to build a wall.

Make America great again
Chatbotinput response

Reverse inputresponse
What do you want to do?

What’s your goal in life?

→ Dialogue



Approach 3: Monologues Only

[Luan, et al., IJCNLP’17] 

Monologue



Approach 3: Monologues Only

How is today

Today is bad

Classifier

Update parameter to fool the classifier 

monologue

In monologue or not?

Extra 
Constraint • Train a model to predict input from response

• Constrain the amount of update

(by RL or GAN)



Approach 3: Monologues Only

How is today

Today is bad

Sentiment
Classifier

monologue

positive 
sentences

0.1

good

Update parameter to fool the classifier 

Extra 
Constraint • Train a model to predict input from response

• Constrain the amount of update

(by RL or GAN)



Positive sentencesDemo

• Human: yeah, i’m just less interested in the how-to 
and more in the what and why of the things we build

• General Chat-bot: it’s not a good thing .

• Positive Chat-bot : it’s a good one

• Human: always learning and self improving is a huge 
turn on for me so believe me i understand

• General Chat-bot: i'm not sure if i can see you in a 
relationship 

• Positive Chat-bot : i love you so much 

[Lee, et al., ICASSP, 2018]



More examples: https://adelaidehsu.github.io/Personalized-
Dialogue-Response-Generation-learned-from-Monologues-demo/

Do you like him?

No, I’m 
sorry.

He’s a 
good kid.No.

He’s a 
really good 
friend.

He’s a 
cool kid.

He’s my 
man.

No, just stop. General 
Response

Demo [Su, et al., INTERSPEECH’19]

https://adelaidehsu.github.io/Personalized-Dialogue-Response-Generation-learned-from-Monologues-demo/


[Dathathri, et al., ICLR’20]

Plug & Play Language Models



[Dathathri, et al., ICLR’20]



Next Step 

Control the response 
of chatbot

Control the response of 
interlocutor 

(positive)

[Shin, et al., ICASSP’20]

(positive)

e.g. always say something 
positive

v
v

v



Concluding Remarks 

Approach 1: Directly Fine-tune

Approach 2: Control by Condition

Approach 3: Monologue only
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